Welcome!

Designing Ethical Things: A Moral Algorithm?

Co-design workshop
CIID Research x VIRTEU

ThingsCon
Rotterdam
December 6th, 2018
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Agenda

ARRIVAL
Name tags, consent forms

OVERVIEW + INTRODUCTIONS
Internet of Things, Ethics
Our company + Values
—short break—

Our company’s problem of the day
A Moral Algorithm?

Feedback and Brainstorm
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tell us what the project is
what decision you were dealing with and the ecosystem
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OVERVIEW + INTRODUCTIONS

RaiFoEchEl Solfs BT

Make sure you have signed the consent form and read the info sheet / that you put a name tag on / that you have your homework
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info + consent form
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your name and where you traveled here from.

Let’s meet.
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This is the first thing: CIID Research is working on the project VIRTEU - an EU-funded Horizon2020 project to figure out how do European loT innovators and
developers make ethically consequential decisions — about code, hardware and data - for new connective devices? But in this project, we are trying to figure out how
ethics might be woven throughout - the actual creation - from the first moment of an idea through the process of making the idea happen.
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What’s this all about?
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Designing Ethical Things: A Moral Algorithm?
Co-design workshop with CIID Research x VIRTEU

December 6th, 2018
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Let’s take a moment to discuss “Things” and “Ethics.” When we talk about “things” in this workshop,
we are thinking of Internet of Things - as in - objects that are connected to the internet. Lights you
can control. Fridges that tweet messages to you. And so on.

The numbers are staggering:
Over 20 billion connected things by 2020 and approximately 4.7 million developers with the ability to

create them. Jonathan Zittrain,
From Westworld to Best World for the Internet of Things
NYT, June 2018
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Designing Ethical Things: A Moral Algorithm?
Co-design workshop with CIID Research x VIRTEU

December 6th, 2018
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When we talking about “Designing”, we actually are having in our mind - people who are themselves
creating those “Things.” So, start-ups, small companies, all of the kickstarters you never funded.
Increasing numbers of formerly human-run processes will be automated using devices and
algorithms not easily understandable by the folks affected by them in areas such as data ownership,
algorithmic bias, privacy, and regulatory compliance.
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Designing Ethical Things: A Moral Algorithm?

Co-design workshop with CIID Research x VIRTEU

December 6th, 2018
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If many IoT developers and designers are faced with an overwhelming amount of ethical choices and
consequences of their developments, we think it’s important to try to understand from a developer
and designer perspective ethics and IoT is concretely about in the everyday practices of loT creation.
Because only then can we create a set of tools that will help developers deal with some of these
ethical issues arising throughout the development process of IoT devices.

As a developer told me yesterday: ‘Ethics starts where the law ends’. And this is where we enter with
our tools
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Ethics matter more outside of the classroom -

Design is applied ethics.

Every material, medium, every act of design is a
statement about the future.

By choosing the future we want we discard dozens
of alternative realities.
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If many IoT developers and designers are faced with an overwhelming amount of ethical choices and
consequences of their developments, we think it’s important to try to understand from a developer
and designer perspective ethics and loT is concretely about in the everyday practices of loT creation.
Because only then can we create a set of tools that will help developers deal with some of these
ethical issues arising throughout the development process of IoT devices.

As a developer told me yesterday: ‘Ethics starts where the law ends’. And this is where we enter with
our tools.
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And this is where we enter with our tools. But we need your help! This session is intended for you to
imagine you are working at an IOT company, faced with a problem they might be faced with, and
take on a series of processes to try a “Moral Algorithm.”
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what is this moral algorithm thing? ah ha, you will find that out later

=
s

Egzg@jtﬂr@

) 0]

Q

+@HEHEE
ol HEHIWIEI TR

B

==

7

L

Y

..can we get better at spotting and addressing
unintended consequences?

For this, we need moral imagination: the ability
to dream up and morally assess a range of future
scenarios.
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If many IoT developers and designers are faced with an overwhelming amount of ethical choices and
consequences of their developments, we think it’s important to try to understand from a developer
and designer perspective ethics and 10T is concretely about in the everyday practices of loT creation.
Because only then can we create a set of tools that will help developers deal with some of these
ethical issues arising throughout the development process of IoT devices.

As a developer told me yesterday: ‘Ethics starts where the law ends’. And this is where we enter with
our tools.



[o]
N

V/A]EV/

And this is where we enter with our tools. But we need your help! This session is intended for you to

imagine you are working at an IOT company, faced with a problem they might be faced with, and
take on a series of processes to try a “Moral Algorithm.”
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[+ 1. There are no stupid questions
+ 2. I probably don’t know the answer
o] 3. ALl thoughts, additions, suggestions are useful
for us. Please put them on post-its: we will
o gather and share feedback at the end
Z8 4. You are each here for a reason - you know it -
[ ] so share, wonder and open up
L] 5. If you need to go to the bathroom, get water,
H take a call for work, go for it and no worries!
6. THIS IS A PROTOTYPE
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A hammer intends to strike, a vice intends to hold
fast, a lever intends to lift. They are what it is
made for.

But sometimes a tool may have other uses that you
don't know.

Sometimes in doing what you intend, you also do what
the knife intends, without knowing.

Can you see the sharpest edge of that knife?

The Amber Spyglass: His Dark Materials
by Philip Pullman
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let’s get started. we are working together at a new company. you’ve just been hired in! so let’s watch the video to onboard you again about the company vision
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Our Product A MORAL ALGORITHM?

Bear & Co, “A message you can hug.”

Bear & Co. It’s a special Bear that allows

family and friends who are far away
from each other to exchange
heartfelt voice messages no matter
where they are.
Friends of the Bear can record and
send messages using the BearApp.
Someone at home gets the message on
their BearApp, approves it and
delivers it wirelessly to the Bear
The Bear’s heart will blink when it
has a message.
Squeeze the Bear’s paw to play
the message. Record a message by
squeezing the Bear’s paw again.
The message can be delivered to 2
Bearfriend anywhere in the world!
The Bear is friendly and happy in
anyone’s home - from elderly to the
teenagers.
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= our onboarding today is going to tax our mental muscles: we will range from thinking

about the ethical values we want to embrace and uphold at bear+co, and then we will
deal with a current design decision through a series of imaginative and evaluative tools.
we’ll make decisions and share what we learned.
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A MORAL ALGORITHM?
(in 4 exercises)

‘i%ﬁ%m%ﬂ%ﬁ

Raii




HIZH+
+U]D_\+I—1U %)

F§

T\@WW

FI Ve, CIID §

Exercise 1:

Our Values

first of all, what are the values you will seek to uphold here at bear and co?

Y EU

Exercise 1

Main Goal

Our Values

Teke o Took at the st bolow and meke
For et Beur & Co
Useful-first: design useful things for
people’s Lives

Security: keep sverything and everyone
- ote

rment: usars can be

soctal fapact

sstatnability
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here’s your handout, turn to your partner and work together
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Exercize 1

Main Goal

Our Values

Take s ook at the list below and make
sure you understand sach value we stand
For st Bear & Co

Useful-first: design useful things for
people’s Lives

rivacy: build and prosots a culturs of
friicd

Data-careful: be dsliberate sbout the
data we collect

Openness and empowe:
masters of thair domain

rment: usars can be

ings as if they

social fapact

stacarofsl
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fill it out like this



Exercise 1

Main Goal

Our Values

then connect

Privacy: build and prosots s culcure of
4

et

arefun: be delibarate sbout the

Openness and smpomersent: ussrs can be
e R

Sustainability: desien nings 3 17 e
EREREE R Y

Socta fmpace: nelp people, socter

Dsca-careful
Transparency

Openness.

Suscainabiticy

Soctat impace o,

Usetulfiess: dosien usel shings for gg?} e e soctal tapct
;
-r::““:- deliberate about the sustainability L}
Communities thrive transparency datarcareful
VB clip
e then put actual numbers to each line you drew
Main Goal
Fuzzy to cold numbers
Our Values e b vt e
s ity Privacy

Useful-fiest: design usemul shings for STEP 2.
peopterc Thu

curity: kesp averyening and sveryons
ST e

Privacy: build and prosots s culcure of
ey
Daca-careful: ba dalibsrate ssout the
Transparency: be clesr spoue the sra
Openness and smpomersent: users can be
oo Ny

Sussainabilicy: design ings 2 17 the
ERESEPEERE A ”

Soctal fmpace: nelp people, secieties,

Kev
a0 Rara e st Tmportont

Usetur-frat
Security
privacy
Dsca-careful
Transparency
Opennass.

Suscainabiticy

Socia mpace
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SHORT BREAK!
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78 Our company’s problem of the day
DI:)E A Moral Algorithm?
s
Feedback and Brainstorm
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ok so what is next? the problem of the day
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listen to the problem

Happy or Sad Bears?
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here’s your problem summary sheet
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A moral algorithm: a series of instructions
for manipulating data that generates a result
in this case a numerical rating for the
various options being considered.

I suspect many of us will find this kind of
calculation to be too reductive, taking a
complex, emotional decision and compressing it
down to a mathematical formula. But, of
course, the whole process is dependent on the
many steps that have preceded 1it...
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Farsighted: How We Make the ns That Matter the Most

N LCILO Je t 7]
ES%@W@E@T%E%WWE%E[ e Clib

what is this moral algorithm?



2 1012+ . a way to deal with difficult decisions
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A MORAL ALGORITHM?
(3 more exercises)
x S NLC

RiZE Stk oin I crex
L]
[o][o]
F=

5

4

(o] Exercise 2:
M
0] If everyone in the world..
(D]
LI
=
7

Qc + N EEE 17
W W@WF IWT\W[ & CID  HZZE[ O]
. here’s your worksheet

"

If everyone in the world...

o

S

(4]]]




[ —— [ r—

Climate Under-rep’d

+ Natural disasters - Who do you least expect o
+ Electricity outages use your product?
+ Incressed pressure to be sz « 7o whon do you KT plan o
sustainable as possible market your product?
‘estamtiatng Factors DestatLising Factors

Context Technology

add one of these to your scenario sheet and try to imagine with it in mind... for example:

+ Where do you lesst expect + arciftal tncelligence
Jour product <o find o hone? * Face recognition
soctal, potivical - might * Blockehain
cecur areand your produets N
Vnfue clip
== the option to implement Al, with the destabilising factor of “sexuality” leads to this scenario
If everyone in the world... e i ovecanss oF taking s apcren
- [RSihrra ety @ - @
e oprion
o cach .
% st bypical sexuality Hox
b
Vnfue clip
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A WORAL ALGORITIHNZ

option A option B
rating rating

Useful-first

Security
Privacy
Data-careful
Transparency
Openness

Sustainability

Social impact
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after you are done with making scenarios for both options, rate how well the options do in terms of those company values we looked at before the break



. give numeric rating between 0 and 100 (0 is worst, 100 is best)

option A option 8

raving rating

Useful-first 20 b-ge)

Security 30 %0
privacy 30
bata-careful 30
Transparency 4.0
openness P
Sustainability s0
Social impact 4.0

Y EU clip

[o 2 1%, -@ D 27— &l mw (7 . now that we have imagined, rated, valued, weighted, let’s put it together
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Algorithmic Feelings
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Erareise 1

Main Goal

Our Values

masiper cara

5 WORAL ALGORTTINE

Fuzzy to cold numbers

Write 3 number for now nporcant sscn
Fronoei (g, 8,4 or 0,8)

DOES NOT HAVE TO ADD UP TO 1

ettt Useful-first
Comnect your marks to creats e et Security.
Security: keep svarycning and everyone fmsm——— ey privacy
s b G s e .
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e
iy, e s 52 S
vk, clip
Algorithmic Feelings Hilirick it i R e BN
St S e
[ e |
A et - 02
' column and Option
" security 0%
AL e 0,3
B i o e op
. ey 0,4
LR oo+ OF
EERPS o o s 07
T gt s | O
Wi o need <o charge 1n order o s
gmet o o e need 20 crense
Vacky, clip
Algorithmic Feelings il ik i bt R O
e e et e s
A e s 02
S reme I
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R v ey - 0,3
B s+ 06
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Racing Card

Useful-first
Security
Privacy
Data-careful
Transparency
Openness

Sustainability

Social impact

option A
rating

20

A WORAL ALGORITIZ

option B
rating

%o
90
70
70
[2)
30

30
30

VitEUx (d]]s]
Algorithmic Feelings Crions From e matgnes o cor8 mmbers
e g Uist e oprion A opmien ©
e g | s
s 02 20 %o
wery - O% 30 %0
o S erivacy 0,3 30 70
e S L 30 70
o —— o4 40 &0
i wemess O 40 30
i s - 07 s0 30
2 T vy gt o+ 06 40 30
VitEUx ciip
Algorithmic Feelings Crions Frim Tich matgnes o cor8 mmbers
ek back o your mutcrptier cord
o R = e R
Useful-first o2 R0 4 ¥o 16
Security o% 30 24 90 7
S e e e 0,3 3 9 70 21
wwn
LTSN B 2 o & 7 42
s Transoarency 0,4 40 16 &0 24
EERRr T weness O F 40 2 30 24
Wi S so g o
T Bk yur micptter ans 06 40 o4 30 1%
e P T
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<o your muciplier card.
ot uners ih tre

Usefulfirst :

Sacurity

Privacy

Data-careful

Transparency

[m—

Susmenaniliey

Social mpact

(=3

o%
0,3

06

X4

07
06

Key actions

Translate your understanding of these
options from rich naignts o cold numbers

operen &

weghted
reting

20 4 %o 16
30 24 20 72
30 9 70 21
30 1% 70 42
40 16 &0 24
40 2 30 24
so 35 30 21

o 24 30 1%

162 “wR3¥
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Useful

Sacurity

Privacy

Data-careful

Transparency

[ERe—

Susmenaniliey

Socisl mpact

0,7
0,6

Key Actions

Translate your understanding of these
optians from rich naignts o cold numbars

%o 16
90 72

30 9 70 21
30 1% 70 42
40 16 60 24
40 3R 30 24
so 35 30 ?1
40 24 30 1%

162

@
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Algorithmic Feelings

Koy Actions

Translate your understanding of these
opions rom rich nsights to cold nurbers

Useful

security

Privacy

Data-careful

Transparency

[m—

Sussenaniliey

Socisl mpact

06

0,4

0%

07

0,6

40 16 &0 24
40 32 30 4

40 24 30 1%

operon & operen &

4 %o 16
24 90 72
2 70 21
42

35 30 R1

162
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Translate your underssanding of

W con ey Actons
Algorithmic Feelings cpmions from
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Usofut-first o2 20
wry oy 30
e - 0,3 30 9
Data-careful 06 30 1%
Transparency 0,4 40 16
[ 40 32
Sussainabitity 07 s0 35
Socat smoact 0,6 40 24
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Exercise 4:

The Newspaper Article
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the newspaper article is the way we can sum up everything we’ve learned and get ready to present it to the other people
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Bear & Co.
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Share your newspaper articles
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A moral algorithm: a series of dnstructions
for manipulating data that generates a result
in this case a numerical rating for the
various options being considered.

I suspect many of us will find this kind of
calculation to be too reductive, taking a
complex, emotional decision and compressing it
down to a mathematical formula. But, of
course, the whole process is dependent on the
many steps that have preceded it...

7l

As the loT grows in importance — Gartner predicts the number of connected things in use will hit
14.2 billion in 2019, and grow to 25 billion by 2021 — increasing numbers of formerly human-run
processes will be automated using devices and algorithms not easily understandable by the folks
affected by them in areas such as data ownership, algorithmic bias, privacy, and regulatory
compliance.

If many IoT developers and designers are faced with an overwhelming amount of ethical choices and
consequences of their developments, we think it’s important to try to understand from a developer
and designer perspective ethics and |oT is concretely about in the everyday practices of loT creation.
Because only then can we create a set of tools that will help developers deal with some of these
ethical issues arising throughout the development process of IoT devices.

As a developer told me yesterday: ‘Ethics starts where the law ends’. And this is where we enter with
our tools.
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FEEDBACK + BRAINSTORM
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. how did it go? what did you learn?
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A MORAL ALGORITHM?

in 4 exercises
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VALUES

IF EVERYONE IN THE WORLD..

I,

let’s discuss each exercise

O chitdrens
ALGORITHMIC FEELINGS THE NEWSPAPER
- cip
o800

How might we package this When and where might this

experience in different ways? be useful in the work of

IOT design + development?
- cip

please go around to each board and leave feedback for us?



VALUES

IF EVERYONE IN THE WORLD...

ALGORITHMIC FEELINGS




THE NEWSPAPER

How might we package this
experience in different ways?

0800
00000
0000

When and where might this be
useful in the work of IOT design
+ development?
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What happens next?
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Would you consider joining a group to continue the conversation, review other workshop’s inputs, be part of the tools design?
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